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ABSTRACT
The recent boost in generative artificial intelligence has also reached
the field of recommender systems. However, as is often the case,
much of the work focuses on the algorithms, overlooking the cru-
cial aspect of improving the systems from a user perspective. In this
initial research, we explore the potential of large language models
to achieve improvements in preference elicitation. The interactive
choice-based method we are augmenting has previously demon-
strated significant improvements in a number of aspects related
to the user experience. Through an exploratory user study, we
show that the item set comparisons presented by this method can
be successfully accompanied by independently generated textual
summaries, thereby improving the user experience even further.

CCS CONCEPTS
• Human-centered computing → User interface design; • In-
formation systems→ Recommender systems.
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1 INTRODUCTION
Generative artificial intelligence (GAI) techniques have recently
received tremendous attention due to their impressive results in a
variety of application scenarios, especially in the creation of digital
content such as text, images, and video [7]. The popularity of GAI
has also spread to the field of recommender systems (RSs). These
systems aim to automatically present users with relevant content
from the typically large number of alternatives available in today’s
web. In the context of RSs, large language models (LLMs) are the
most popular type of GAI, leveraged for a variety of purposes
[28, 30, 31, 46, 50]. However, while the importance of the user
experience has been increasingly accepted in the RS community
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over the last decade [3, 21, 23, 25, 33], the potential of LLMs to
improve aspects such as interactive control or system transparency
has been largely ignored so far. In contrast, as the overview of the
state of the art in the next section will show, existing work has
primarily focused on improving the underlying algorithms.

The most important requirement for an algorithm to generate
accurate recommendations is that the system is able to adequately
capture the user’s preferences. The main advantage of collabo-
rative filtering (CF), the most popular method in RSs, is that it
only requires his or her feedback on a number of items. This is
true for traditional memory-based techniques [12], but also for
embedding-based approaches such as matrix factorization [27] or
neural networks [51]. The feedback can either be expressed ex-
plicitly in the form of item ratings (stars, thumbs up), or it can be
gathered implicitly from past interactions with the system, such
as clicks on items or dwell time [19]. While implicit feedback data
are usually more readily available and often lead to more accurate
recommendations [19, 38], explicit feedback data still has its place
in many cases [39], as illustrated by the recent introduction of the
“double thumbs up” at Netflix. However, the next section will also
show that rating-based preference elicitation suffers from several
drawbacks. Accordingly, improving this aspect remains to be one
of the most important goals of user-oriented RS research [3, 21, 33].

In this paper, we build on one of the most successful alternatives,
choice-based preference elicitation. We explore whether GAI can
further improve the corresponding interactive dialogs by augment-
ing them with LLM-generated textual summaries. After reviewing
the literature and describing our approach, we present an initial
user study (𝑁 = 27). The results show the potential of LLMs to
improve the user experience of RSs without further ado.

2 STATE OF THE ART
In this section, we discuss existing choice-based preference elicita-
tion methods for RSs and their drawbacks. We also illustrate that
RS research is an area where the potential of GAI is far from being
fully realized.

2.1 Choice-based preference elicitation
Many studies have shown that item ratings tend to be noisy, inac-
curate, and unstable over time [4, 20]. Moreover, assigning absolute
numbers to single items is cognitively demanding and may be
unreliable. Thus, it is not surprising that—inspired by consumer
behavior in physical environments, where purchase decisions are
typically made after comparing a number of products—expressing
preferences in relative terms has been proposed as a more appro-
priate way to elicit user preferences. In particular, choosing items
from pairwise comparisons has been found to be easier than rating
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each item separately and to improve the perceived recommendation
quality [20, 41].

Several authors have proposed to implement such choice-based
methods as interactive dialogs that show items sampled directly
from the embedding space derived by state-of-the-art CF algorithms
[15, 34, 43]. However, all these approaches still fall into the trap of
requiring users to specify item preferences—be it for a single item or
multiple items: If users do not know the items presented by the RS,
it makes no sense to ask them which one(s) they prefer. Of course,
it is usually allowed to skip dialog steps if one is not familiar with
(some of) the items. However, this leads to less information being
provided to the system, and thus, lower recommendation quality.
This is also the case when users have to make a choice purely based
on some selected item information. This typically includes the item
title, an image, and, at best, some metadata, but has shown to be
insufficient for RS users in many cases [32]. On the other hand,
several attempts have been made to ensure a certain level of famil-
iarity with the items displayed, e.g., by considering a popularity
threshold [34]. Nevertheless, there may be users, e.g., with low
domain knowledge, who know only a limited number of items. At
the same time, items may be omitted by the system even though
for certain users they would provide the most information about
the respective preferences. In contrast to pairwise comparisons,
the approaches in which sets of items need to be compared (e.g.,
[8, 34, 43]) increase the likelihood that users are familiar with at
least some items or can deduce more information from the context.
However, especially when items are automatically sampled from
latent embedding spaces (e.g., in [15, 34, 43]), it may still happen
that users do not understand the semantics of the comparisons or
perceive the item characteristics in the sets as inconsistent or even
contradictory.

2.2 Generative AI in recommender systems
As shown in recent surveys (e.g., [28, 30, 31, 46, 50]), GAI is mainly
used in RSs in the form of LLMs, most often as a generic means to
perform item ranking tasks (e.g., in [10, 11, 17, 48]). For instance,
Harte et al. suggest exploiting the semantically rich embeddings
learned by existing models or fine-tuning the models with dataset-
specific information in order to generate next-item recommenda-
tions. Their results show significant improvements over methods
designed specifically for sequential recommendation tasks. Other
works that suggest the use of LLMs instead of or in addition to
specific RS methods include, e.g., [6, 35, 45, 47]. In addition, Cui et
al. present a framework for replacing the individual algorithms that
are used for the different tasks and domains in industrial settings
with a single foundation model [9].

Only a few authors have integrated LLMs into RSs for purposes
other than improving recommendation performance. Agrawal et al.
use generative models to annotate movies with “micro-genres” [2].
In this way, they expect to learn more accurate item representations
and to better organize the items in the user interface. Silva et al.
present a form-based user interface to inquire about the user’s
needs [28]. This information is then used in a prompt sent to the
ChatGPT-API , asking the model to generate both recommendations
and explanations tailored to the specified requirements. However,
these efforts are still at the case study or proof of concept stage.

Other authors have focused on the natural language capabilities of
LLMs. Zhou and Joachims describe a survey study with a mock-up
RS in which they compared model- and human-generated movie
reviews [52]. In some cases, participants perceived no difference,
but in other cases, the LLM-generated texts were superior. This
highlights the potential of GAI for providing post-hoc explanations.
Acharya et al. use a LLM to generate detailed item descriptions
simply from the features included in theMovieLens dataset, e.g., cast
and directors [1]. According to several metrics, these descriptions
were of similar quality to information they scraped from the web.
This illustrates the ability of LLMs to step in when the available
data are insufficient. Mysore et al. generate narrative queries from
past user-item feedback data to obtain synthetic training data [36].

Finally, several attempts have been made to leverage LLMs for
conversational RSs. Friedman et al. present a framework and a
demonstrator that can represent users through transparent natural
language profiles [13]. Once constructed over multiple sessions
from the user’s interaction with the system, such a profile can be
ingested by the underlying model to improve personalization and
to generate textual justifications for each item displayed. Other
work in this area includes, e.g., [14, 18, 49]. In summary, however,
the literature review shows that there are still very few approaches
that consider the use of LLMs as a practical means to improve the
user experience of RSs. Other GAI techniques, such as generative
adversarial networks or diffusion models, are used even more rarely,
e.g., to analyze visual features to improve the recommendations [5,
22], or to adapt product images and videos about the recommended
content to the user’s taste [22, 44]. At the same time, however, the
few existing works illustrate the advantages of this new technology.
Consequently, it seems promising to exploit generative models
also to augment RSs for purposes for which the use of GAI has
not yet been explored, such as making preference elicitation more
intelligible, accurate, and intuitive.

3 AUGMENTING CHOICE-BASED
PREFERENCE ELICITATIONWITH
LLM-GENERATED TEXTS

As illustrated in the previous section, choice-based methods have
shown their superiority over traditional ratings for eliciting pref-
erences in RSs. However, these methods still rely heavily on the
user’s familiarity with the items selected by the system. Moreover,
the semantics of the comparisons may not be immediately clear,
and, in the case of item sets, the item composition may lead to
confusion. To overcome these problems, we propose to augment
the interactive dialogs presented by these methods with natural
language texts generated by a LLM.

3.1 Background
We build on the method proposed by Loepp et al. [34], which has
the advantage of sampling items automatically from a latent em-
bedding space. A matrix factorization algorithm [26] is used to
derive the matrices P ∈ R |𝑈 |×𝑘 and Q ∈ R |𝐼 |×𝑘 from the original
user-item matrix R ∈ R |𝑈 |× |𝐼 | that contains the feedback of the
users 𝑢 ∈𝑈 for the items 𝑖 ∈ 𝐼 . These two matrices represent the re-
lationships between users or items and the 𝑘 latent factors learned
by the algorithm. When learned one after the other, the factors are
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inherently ordered by their importance. Consequently, the matrix
Q allows determining representative items for the 𝑛≪𝑘 most rel-
evant dimensions of the embedding space. In an iterative dialog,
these items are presented to the user in two sets for each factor,
with titles, images, and metadata. The sets are composed based on
three criteria, so that they eventually contain four items, each of
which is popular, has a low/high score for the respective factor, and
is very specific, i.e., tends to be neutral with respect to all other
factors. At each step, the user can then indicate which set he or she
prefers, or skip the comparison. From these decisions, an artificial
user-factor vector 𝑝𝑢 is constructed and finally used to generate
recommendations in the usual way via dot multiplications.

3.2 Workflow
To augment the comparisons with explanatory texts, we propose
the workflow illustrated in Figure 1. The first three steps reflect the
steps of the original choice-based preference elicitation method as
described above. Next, however, the information about the represen-
tatives from the two sets for one of the 𝑛 factors is used to prompt
a LLM (see details below). The responses are presented along with
the item sets, which are displayed as in the original approach, to
help users understand the underlying semantics and make sense of
the comparison if they are not well familiar with individual items.
In addition, as shown by the gray dotted lines, a diffusion model can
be prompted to generate an image for each set that characterizes
the items it contains. After several prompt-response cycles (one for
each of the 𝑛 factors) in which the user chooses one of the two sets,
recommendations are presented as described above.

Item samplingUser-item 
matrix

Matrix 
factorization

LLM prompting

Diffusion model 
prompting

User choice Recommendations

R = PQT
This set … … 

… … … …
… …

This set … … 
… … … …

… …

Figure 1: The proposed workflow.

3.3 Prompting
We use the ChatGPT-API to generate the textual descriptions for
the sets of representatives, which aim to summarize the item com-
monalities and the meaning of the respective factor. We prompt
the generative model GPT-3.5-text-davinci-003 as shown in Figure 2
(left). In an iterative qualitative evaluation of the responses, this
prompt turned out to produce the best results for this particular
model at this time. At the beginning, (1) we provide the LLM with
contextual information. Then, (2) we ask it to use domain-specific
terminology (here movies). While we also tried to provide item ti-
tles separately for each set, we found that the generated summaries
are easier to distinguish when (3) the LLM is informed of all titles
for a factor at once, (4) but is asked for individual responses. Finally,
(5-8) we further constrain the output for readability.

As mentioned in the previous section, we also experimented
with additional prompts to a diffusion model to abstract from the
individual items in a set by creating a single image that charac-
terizes all of the contained representatives. Specifically, we used
the responses generated by the LLM as described above to prompt
DALL-E 2, again using the ChatGPT-API , as follows: “An epic shot of
a climactic film scene, according to the description: LLM_Response”.
However, both in a qualitative evaluation of the images generated

by this and other prompts, and in the user study (see Section 4),
the results were not convincing (e.g., images were too unspecific,
visually confusing, or thematically disconnected from the items).
Since we did not pursue this direction further, we omit more details
for the sake of space.

3.4 Prototype
We implemented our approach in a web-based prototype system
using content-boosted matrix factorization [33], theMovieLens 25M
and Tag Genome datasets, and additional metadata crawled from
The Movie Database (TMDB). Figure 2 (right) shows a single step
of the resulting interactive preference elicitation dialog. It is easy
to see that the items selected as representatives possess different
characteristics, which are well summarized by the LLM-generated
descriptions below. The buttons at the bottom allow the user to
navigate through the dialog and to settle for one of the two sets.

4 USER STUDY
To investigate the effectiveness of our augmentation approach
and to understand whether it is an improvement over the orig-
inal method from a user perspective, we conducted an exploratory
user study with the prototypical web-based RS presented in the
previous section. Through personal contacts and social media, we
recruited 27 participants, aged 18–48 (M=28.30, SD=7.99), 17 fe-
male and 10 male. Fifteen were students, the rest were employed (7),
self-employed (2), or responded otherwise. Students from a specific
program were rewarded with study credits. Domain knowledge
was rather high (M=3.24, SD=1.06). The study was approved by
the department’s ethics committee.

4.1 Study design
We designed the study as a lab experiment with a within-subjects
design. In a randomized order, each participant was first assigned
to one of the following two conditions, and then to the other:

GEN Interactive preference elicitation dialog with five steps, each
showing two sets of four representative items, with textual
summaries generated as described in the previous section
(see Figure 2 for a screenshot).

TAG The same interface as in the experimental condition, but with
a tag cloud derived as described below for each set instead of
the textual summaries generated by the LLM (a screenshot
is provided in the supp. material).

We assumed that a within-subjects comparison with an interface
showing only the items would naturally lead to inferior results.
Therefore, we decided to provide participants also in the control
condition with additional information to make the comparison with
GEN more fair. For this purpose, we created the tag clouds men-
tioned above, using the three most popular tags of each contained
item according to the underlying metadata dataset. After going
through these two conditions, participants were confronted with
the IMG condition, which was not part of the comparison. The
interface was again the same, but instead of items, two images
generated by a diffusion model were shown along with the textual
summaries to characterize and contrast the two sets (a screenshot
is provided in the supp. material).
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(1) “Considering latent factors from matrix factorization in collaborative 
filtering for recommender systems, I will show you two sets of movies. 
One represents low values, the other high values for a particular latent 
factor. Try to identify the corresponding latent factor and explain the 
consequences for the meaning  behind the two groups of films for 
human consumers.

(2) Use the terminology of film analysis for your explanation in the form of 
an ekphrasis. Give reasons for your statements. 
Mention the cinematic style, look and feel, and target audience.

(3) The first set consists of the films: Film_A1, Film_A2, Film_A3, Film_A4. 
The second set consists of the films: Film_B1, Film_B2, Film_B3, Film_B4.

(4) Split your answer for the two sets and just provide the answer for the 
first set. Formulate your answer in five sentences.

(5) Do not mention the specific films and titles given. It is essential that you 
do not use the words ‘latent factor’, ‘latent’, ‘factor’, ‘factors’, ‘four’ in the 
resulting text. It is essential that you do not mention the films or any film 
titles in your answer.

(6) Write your answer in perfect, grammatically correct German.

(7) Do not use the word ‘vier’.

(8) Start your answer with: ‘Linke Filmbeschreibung:’.”

Figure 2: The left side shows a prompt to obtain textual summaries for the two sets of items created by the choice-based method
to represent the characteristics of one dimension of the underlying embedding space. The right side shows the prototype
system. Note that the interface, including the summaries, is translated from German for the convenience of the reader.

4.2 Procedure and task
After a short introduction, participants filled out the first part of the
questionnaire with personal data. Then, they had to interact with
the prototype system twice, based on the two conditions GEN and
TAG. They were asked to select a total of two movies for an evening
with friends, one in each of the two interfaces. After completing
the respective preference elicitation phase and selecting a movie,
participants were briefly redirected to the questionnaire to rate
the quality of the process and the resulting recommendations. At
the very end, they were confronted with the IMG condition (only
five static screenshots were shown, i.e., no recommendations were
generated) and the final part of the questionnaire, asking about
this condition and the intention to use one of the methods again. A
supervisor was present at all times.

4.3 Questionnaire
The questionnaire shown before, between, and after the tasks was
administered online using SosciSurvey. For the constructs shown
in Table 1, we mainly used items from established RS evaluation
frameworks [24, 40]. In addition, we used a few self-generated items
and items from [29]. To assess the general user experience, we used
the short UEQ [42]. We also collected demographics and asked
participants about their domain knowledge using self-generated
items. All items had 5-point Likert response scales, except for the
UEQ (7-point bipolar). We also assessed typical decision-making
traits using the short maximization scale (MAX) [37] and the de-
cision styles scale (DSS) [16], and asked for qualitative feedback.
Due to space limitations, we omit the corresponding results in the
remainder of this section.

4.4 Results
Table 1 shows the questionnaire results for the comparison of the
two main conditions in terms of the subjective assessment of the
system and the recommendations. We used paired t-tests to exam-
ine the differences and applied Benjamini-Hochberg correction to
account for multiple comparisons (FDR of 0.05).

Table 1: t-test results for the comparison of the main con-
ditions. Higher values indicate better results (difficulty and
effort are reversed accordingly), with best values highlighted
in bold. * indicates significance using a FDR of 0.05. 𝑑 is Co-
hen’s effect size.

GEN TAG
Construct M SD M SD 𝑇 𝑝 𝑑

Perceived recommenda-
tion quality [24]

3.83 1.02 3.61 0.84 0.876 0.526 0.17

Perceived recommenda-
tion diversity [24]

3.59 1.01 3.30 1.24 1.217 0.526 0.23

Choice satisfaction [24] 4.15 1.06 3.96 0.98 0.708 0.526 0.14
Choice difficulty [24] 3.59 1.22 3.19 1.27 1.203 0.446 0.23
Perceived usage effort
[24]

4.06 0.76 3.91 0.86 0.750 0.526 0.14

Perceived effectiveness
and fun [24]

4.00 1.00 3.59 1.04 1.954 0.134 0.38

Context compatibility 3.78 0.75 3.19 0.96 3.049 0.026* 0.59
Control [29] 3.15 0.90 2.73 0.97 2.011 0.134 0.39
Understandibility [29] 3.72 0.92 3.53 0.82 0.978 0.526 0.19
Overall satisfaction [40] 3.85 0.99 3.81 1.00 0.137 0.892 0.03
Pragmatic quality [42] 6.06 0.81 5.19 1.57 3.060 0.026* 0.59
Hedonic quality [42] 5.39 1.13 4.62 1.46 2.660 0.046* 0.51
Overall quality [42] 5.72 0.89 4.91 1.44 3.000 0.026 0.58

In all comparisons, GEN outperformed TAG,with small tomedium
effect sizes. This was true for both the process (e.g., control and
understandability) and the final outcome (e.g., recommendation
quality and diversity). Remarkably, the only difference was whether
natural language texts or tag clouds were shown in the preference
elicitation dialog, i.e., the representative items and especially the fi-
nal recommendations were always determined by the system in the
same way. Nevertheless, we found significant differences in terms
of user experience. Moreover, participants in the GEN condition
found the system to be significantly more compatible with their
current context.

For the IMG condition, we obtained the following results: Par-
ticipants liked the support of the method (M=3.85, SD=1.13), the
compatibility with the current context (M = 3.74, SD = 0.90), and
the amount of information provided (M = 3.53, SD = 1.17). In the
qualitative feedback, 13 participants had a positive opinion of the
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generated images, 8 a negative. The rest of the statements were
neutral or gave no insight into the specific method.

Finally, regarding their intention to use one of the methods again,
participants responded as follows: They would very much like to
use the interface with the LLM-generated descriptions again (GEN:
M=3.96, SD=1.06). In contrast, their intention to return to the tag
cloud interface was much lower (TAG: M = 3.26, SD = 1.23). The
condition with images from the diffusion model was in between the
other two (IMG:M=3.59, SD=1.34). While these results support the
superiority of GEN over TAG as indicated by the results for the spe-
cific constructs above, a one-factorial repeated-measures analysis
of variance did not indicate considerable differences, 𝐹 (2, 52)=1.81,
𝑝 = .173, 𝜂2𝑝 =0.07.

5 DISCUSSION AND CONCLUSIONS
With this paper, we have made a first attempt to improve prefer-
ence elicitation in RSs by exploiting the capabilities of GAI. The
results of our exploratory user study show that a relatively simple
workflow and rather basic prompt engineering can already improve
the subjective assessment of the system and the recommendations
in a number of relevant dimensions. Admittedly, our study sam-
ple was small and consisted mainly of students. Hence, it is not
surprising that we did not find significant effects for most of the
dependent variables. Nevertheless, for a proof-of-concept evalua-
tion, the results seem very promising, especially considering that
the tags shown in the control condition also provided descriptions
of the item set characteristics. The score for context compatibility
suggests that participants perceived the system to be more aligned
with their tasks simply due to the presentation of additional natural
language texts as they progressed through the interactive dialog.
We also observed significant improvements in user experience, both
in terms of pragmatic and hedonic qualities. However, further re-
search is needed to understand why one method outperformed the
other, especially considering potential differences in cognitive load.

Given that the descriptive texts can now be generated on the fly
by prompting a LLM in the background, our results highlight the
potential of GAI for improving RSs not only from an algorithmic
perspective, but also in terms of user-oriented aspects such as
control and transparency. It should thus be easy to augment RSs
with post-hoc explanations of recommendations or relationships
between items and user model. This will no longer require the
development of specialized methods that can only be used in certain
scenarios, but, as demonstrated in this paper, can be achieved with a
foundation model independent of the underlying recommendation
approach. It should be noted, however, that the results depend on
model, prompt engineering, and training data. Regardless of the
ability of LLMs to generalize, it thus remains to be investigated
whether the texts are still meaningful when something changes, less
knowledge about the items is present in the data, or representatives
are shown for which little external data are available.

In summary, our contribution is certainly only a first step towards
a user-oriented integration of LLMs. However, we hope that it will
help focus future work on the use of GAI in RSs more on the user
experience than has been the case so far, where the introduction of
new technologies has usually led to exclusively algorithm-oriented
research efforts.
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